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[1] This paper focuses on the simulation of satellite infrared passive observations for their
assimilation in high horizontal resolution (2.5 km) numerical weather prediction systems.
In order to better represent the sensitivity of the satellite measurement to the whole
atmosphere within its footprint, new observation operators are designed. They aggregate
the model information contained within the satellite field of view. The different
observation operators are evaluated for the simulation of Infrared Atmospheric Sounding
Interferometer (IASI) and Atmospheric Infrared Sounder (AIRS) observations over a
whole month. The new observation operators are found to improve the simulation of water
vapor channels and to have neutral to slightly negative impact for temperature channels.
For most channels, the standard deviation of the observation minus guess departures is
reduced. The modifications of the simulations are substantial for water vapor channels for
which the weighting functions peak at pressures greater than 340 hPa for IASI and
between 340 hPa and 800 hPa for AIRS. The most important ones appear where fine‐scale
humidity gradients occur in dry sounded layers. The new observation operators
improve the simulation of IASI and AIRS observations by filtering out these fine‐scale
patterns that are not detected by the instruments. With improvements in observations minus
guess reaching 2 K, the new observation operators may avoid the rejection of some
observations by quality control procedures during the assimilation process. Single
observation assimilation experiments are then carried out using the different observation
operators. They show that even large modifications in the observation simulation have
almost no impact on the final analysis.

Citation: Duffourg, F., V. Ducrocq, N. Fourrié, G. Jaubert, and V. Guidard (2010), Simulation of satellite infrared radiances for
convective‐scale data assimilation over the Mediterranean, J. Geophys. Res., 115, D15107, doi:10.1029/2009JD012936.

1. Introduction

[2] A number of meteorological centers have recently
developed convective‐scale numerical weather prediction
(NWP) systems with the specific aim of improving the
forecasting of high‐impact weather events. Their kilometer‐
sized grid mesh, nonhydrostatic equations and improved
microphysics parameterizations enable atmospheric deep
convection to be resolved explicitly. The representation of
the precipitating systems is thus significantly improved.
Case studies focusing on Mediterranean heavy rainfall
events have shown significant forecast improvements using

nonhydrostatic convective‐scale research models [Ducrocq
et al., 2002]. However, these studies have also pointed out
the necessity to improve, in particular, the representation in
the initial conditions of the moisture field as Mediterranean
heavy rainfall simulations are very sensitive to the mesoscale
structure of this field that is highly variable in space and time.
A better ability to simulate the dynamical and physical
processes at fine scale is not always sufficient to prevent bad
forecasts. If some mesoscale key mechanisms are missing in
the initial conditions, the model fails to reproduce the pre-
cipitating systems.
[3] Convective‐scale assimilation of observations is a way

to improve the initial conditions of kilometer‐scale models.
Such improvement over the sea is of particular importance
because some Mediterranean heavy rainfall is triggered off
shore [Nuissier et al., 2008]. Over the sea, satellite data are
practically the only routinely available observations. The
new Infrared Atmospheric Sounding Interferometer (IASI)
[Cayla, 2001; Chalon et al., 2001] and Atmospheric Infra-
Red Sounder (AIRS) [Pagano et al., 2002; Aumann et al.,
2003] now offer high‐resolution and accurate information
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on temperature and humidity. IASI sounds the atmosphere
with a horizontal resolution of 12 km at nadir. The accuracy
of its measurements is expected to be better than 1 K for
temperature retrievals and 10% below 500 hPa for relative
humidity retrievals with a vertical resolution finer than 1 km
[Diebel et al., 1996]. The initial model analysis may
therefore benefit from the assimilation of such new infor-
mation over the sea.
[4] However, the assimilation of satellite data in a con-

vective‐scale data assimilation system is not straightfor-
ward. New problems arise, in particular because of the scale
difference between model and satellite measurements: the
model mesh is about 1 order smaller than any satellite
observation spot. This problem is frequently encountered in
hydrological applications when the satellite soil moisture
data need to be retrieved at the finer scale of the hydro-
logical model. In the past, several studies have addressed
this issue, proposing that the satellite measurements should
be disaggregated at the model scale by characterizing sub-
pixel variability [Reichle et al., 2001; Kim and Barros,
2002; Merlin et al., 2005]. This approach cannot, how-
ever, be applied when the satellite measurements are directly
assimilated without any previous retrieval. The variational
data assimilation methods of the NWP systems which
assimilate the satellite radiances directly, require indeed
equivalent observations simulated from the values provided
by the model to be compared with the real observations. For
such simulations, model information from the different grid
columns contained within the satellite field of view has to be
aggregated. This issue has already been investigated by
Kleespies [2009] for the assimilation of microwave sounder
measurements: surface model parameters are aggregated to
improve the simulation in case of nonuniform scenes. The
aim of our study is to address this question by gathering
atmospheric model information and focusing on the accu-
rate, high‐resolution IASI and AIRS infrared sounders.
[5] More precisely, the main purpose of this paper is to

evaluate different methods for aggregating atmospheric
model information contained in the satellite field of view to
simulate IASI and AIRS observations. This issue is exam-
ined more specifically for the newly developed convective‐
scale 3D‐Var data assimilation system of Météo‐France
called AROME (Application of Research to Operations at
MEsoscale) and for the Mediterranean. We follow the ideas
of the studies of Brenot et al. [2006], which evaluated the
sensitivity to various formulations of Global Positioning
System (GPS) zenith delay simulations, and Caumont et al.
[2006] and Caumont and Ducrocq [2008] for the effect of
how radar reflectivity and Doppler wind simulations,
respectively, were formulated. Different ways of aggregat-
ing the model information within a IASI or AIRS spot are
developed. They are described in section 2 together with the
AROME system and the IASI and AIRS measurements.
Section 3 evaluates the maximum differences between the
various methods of aggregation for the simulation of IASI
and AIRS brightness temperatures. The different simula-
tions are then compared with real observations in section 4.
Lastly, section 5 discusses the impact on the AROME
analysis of the different methods for computing the model
equivalent radiances by performing single observation

assimilation experiments. Conclusions and outlooks follow
in section 6.

2. Description of the Assimilation of Satellite
Infrared Radiances in AROME

2.1. AROME 3D‐Var

[6] AROME [Ducrocq et al., 2005; Yan et al., 2009] is a
Limited Area Model (LAM) with a 2.5 km grid covering the
territory of France including the northwestern part of the
Mediterranean Sea (5.2°W to 11.2°E, 40.5°N to 51.7°N). It
is coupled hourly with the ALADIN (Aire Limitée, Adap-
tation dynamique, Développement InterNational) forecast
[Radnóti et al., 1995] on its lateral boundaries. The 41
unequally spaced vertical levels cover the troposphere (with
30 levels) and, more loosely, the stratosphere up to about
1 hPa. AROME is a three‐dimensional nonhydrostatic
model, the dynamics of which is based on the ALADIN
nonhydrostatic equations [Bubnová et al., 1995]. The prog-
nostic equations of the six water species (water vapor, cloud
water, rain water, cloud ice crystals, snow and graupel) as
well as the physical parameterizations are shared with the
nonhydrostatic Meso‐NH model [Lafore et al., 1998].
[7] AROME has its own 3D‐Var data assimilation system

[Brousseau et al., 2008], based on that of ALADIN‐
FRANCE [Fischer et al., 2005; Guidard et al., 2006]. As
such, it adopts the incremental formulation originally intro-
duced in the ARPEGE/IFS (Action Recherche Petite Echelle
Grande Echelle/Integrated Forecast System) global data
assimilation system [Courtier et al., 1994]. The AROME
background error covariances are based on the same multi-
variate formulation as in ALADIN‐FRANCE [Berre, 2000].
The design of the observation‐error covariance matrix
assumes that there are no observation‐error correlations.
[8] The operational AROME 3D‐Var data assimilation

system uses a 3 h forward intermittent cycle: observations
within a ±1 h 30 min assimilation window are used to
perform the analysis from which a 3 h forecast is obtained to
serve as a first guess for the next cycle. The two wind
components, temperature, specific humidity and surface
pressure are analyzed. Other model fields are cycled from
the previous AROME guess. All conventional observations
are assimilated (surface observations from land stations and
ships, vertical soundings from radiosondes and pilot bal-
loons, buoy and aircraft measurements), together with wind
profilers, winds from Atmospheric Motion Vectors (AMV)
and scatterometers, Doppler winds from radars, satellite
radiances (such as IASI and AIRS measurements) as well as
ground‐based GPS measurements. Satellite radiances (or the
corresponding brightness temperatures) are directly assimi-
lated, using an observation operator that simulates the
model‐equivalent radiances. This observation operator is
described in section 2.3. The differences between real and
model‐equivalent observations are bias‐corrected with an
adaptive variational method [Dee, 2004; Auligné et al.,
2007] before entering in the minimization of the varia-
tional cost function for the computation of the analysis.

2.2. IASI and AIRS Measurements

[9] IASI and AIRS are hyperspectral infrared passive nadir
scanning radiometers, onboard the European MetOp and the
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American Aqua polar orbiting satellites, respectively. They
measure the radiation coming out of the atmosphere on
thousands of channels in the infrared spectrum (8461 for
IASI and 2378 for AIRS). The measured outgoing radiation
results from all the radiative emissions of each layer of the
atmosphere and the surface, weakened by the atmospheric
absorption (if the atmospheric diffusion is neglected which is
realistic in clear‐sky conditions). The measured radiances can
thus be expressed by the following radiative transfer equation:

L� satð Þ ¼ "� surfð ÞB� Tsð Þ�� surfð Þ þ
Z zsat

zsurf

"�B� T zð Þð Þ�� zð Þdz;

ð1Þ

where l is the wavelength of the considered radiation, Ll is
the radiance in this wavelength, "l(surf) the surface emis-
sivity, "l the atmospheric emissivity, Bl(T ) the black body
radiance, Ts the surface temperature, zsurf the altitude of the
surface, zsat the altitude of the satellite and tl(z) the trans-
mission (the proportion of the radiation which has not been
absorbed when passing through the atmospheric layer
between the altitude z and the satellite). Radiation absorption
and emission in the different layers of the atmosphere are
sensitive to the meteorological conditions (humidity and
temperature). The measured radiance is therefore strongly
linked with the meteorological parameters in some specific
highly sensitive zones of the atmosphere depending on the
wavelength. For each channel, the vertical layers contribut-
ing to the radiances are represented by weighting functions.
[10] IASI and AIRS spectra can be divided into three

major bands: (1) from 645 cm−1 to 1210 cm−1 (wavelength
from about 8.25 mm to about 15.5 mm): CO2 band mainly
sensitive to temperature, named Temperature Long Wave
band (TLW); (2) from 1210 cm−1 to 2040 cm−1 (wavelength
from about 4.9 mm to about 8.25 mm): band mainly sensitive
to humidity, named Water Vapour band (WV); and (3) from
2040 cm−1 to 2700 cm−1 (wavelength from about 3.7 mm to
about 4.9 mm): band mainly sensitive to temperature, named
Temperature Short Wave band (TSW).
[11] A subset of IASI and AIRS channels was selected for

this study. Within the classical sets of 314 IASI and 324
AIRS channels defined for operational NWP applications
([Collard, 2007] for IASI, [Susskind et al., 2003] for AIRS),
only the channels assimilated operationally at ECMWF in
2007 were kept. Although very few data from IASI WV and
non‐Sun‐sensitive TSW channels are currently assimilated
by operational meteorological centers, these channels were
all kept in this study to prepare for their future use. Within
these subsets, we selected only the channels sounding below
the tropopause as the vertical resolution within the strato-
sphere in AROME is not sufficient to simulate the strato-

spheric sounding channels correctly. This selection led to a
subset of 120 AIRS and 163 IASI channels.
[12] IASI and AIRS are nadir‐viewing sounders: they

scan the atmosphere for different look positions along a
plane which is perpendicular to the satellite orbit track.
When looking at an off‐nadir position, the atmosphere is
scanned along a slanted line of sight. Table 1 gives the
maximum angle formed between the line of sight and the
nadir direction. As IASI and AIRS fields of view are 0.825°
and 1.1°, respectively, the horizontal resolution of their
measurements varies with the scan angle. The minimum (at
nadir) and maximum (at swath edge) sizes of the satellite
observation spot are given in Table 1 and range from 12 km
to 40 km along the major axis of the ellipsoidal spot.
[13] The data used in this study were level 1c products

provided for operational purposes by EUMETSAT (EUro-
pean organisation for the exploitation of METeorological
SATellites) for IASI and NESDIS (National Environmental
Satellite Data and Information Service) for AIRS. The
NESDIS AIRS product is available only for every ninth scan
position.

2.3. IASI and AIRS Observation Operators

[14] The simulation of satellite brightness temperature
from the model atmospheric profile is performed in two main
steps by the observation operator. The first step forms a
model column that represents the sounded atmosphere. The
second step uses this model column to compute the simulated
brightness temperature using a radiative transfer model. The
brightness temperature calculation is performed with the
Radiative Transfer for TOVS (RTTOV) model [Saunders
and Brunel, 2005] which models the complex relationship
linking the atmospheric profile with the radiances measured
by satellite nadir scanning radiometers (as expressed by
equation (1)). We used the version 8.5 of RTTOV with the
default 43 levels. In our case, RTTOV was based on the line‐
by‐line transmittance model GENLN2 [Edwards, 1992].
[15] In the operational AROME data assimilation system,

the model column representing the sounded atmosphere is
estimated at the center of the satellite observation spot by
interpolating the four closest model columns surrounding
this point. This procedure, called COL4 hereafter, comes
from the previous larger‐scale assimilation systems for
which the model grid mesh is larger than the observation
spot. However, with a 2.5 km horizontal resolution like the
one used for AROME, a single IASI or AIRS observation
spot covers more than 12 model grid points at nadir and
about a hundred at swath edge. The instrument’s point spread
function is quasi‐uniform over the spot (Blumstein [2005] for
IASI and Elliott et al. [2006] for AIRS), so it is legitimate to
consider that every model grid point in the spot contributes
similarly to the measurement. The same weight for each grid
point was thus used in the new aggregation methods devel-
oped in this study. Three new observation operators aggre-
gating the model information contained within the satellite
field of view were defined (Table 2 and Figure 1). In the
observation operator called SPOT1 hereafter, the sounded
atmosphere is represented by the mean of all the model
columns located in the observation spot. This mean model
column is then used to estimate the brightness temperature
with RTTOV. For M12, the sounded atmosphere is estimated
as the mean of the 12 model columns surrounding the center

Table 1. IASI and AIRS Geometrical Characteristicsa

Instrument
Angular
FOV

Nadir Spot
Size

Maximum Scan
Angle

Maximum Spot
Size

IASI 1.1° 12 km 48.3° 38 km × 20 km
AIRS 0.825° 13.5 km 49.5° 40 km × 22 km

aNadir spot size corresponds to the diameter of the circular spot, and
maximum spot size corresponds to the major and minor axes of the
ellipsoidal spot. FOV stands for field of view.
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of the observation spot. Finally, a more realistic observation
operator averages the estimated brightness temperatures
from each model column in the spot rather than averaging the
model columns before the radiative transfer. This was found
to be almost the same as averaging the radiances from each
model column within the spot. This third observation oper-
ator, called SPOT2, requires much more computing time
however, which is an important drawback for operational
use.

3. Intercomparison of the Observation Operators

3.1. Methodology

[16] In this section, we examine what the maximum
impact of a change in the observation operator may be on the
simulation of IASI and AIRS brightness temperatures. For
the whole month of September 2007, the four observation
operators (Table 2) were applied to simulated observation
spots centered on each grid point of every 3 h AROME
analysis provided by a data assimilation cycle as described in
section 2.1. Only clear simulated spots situated over the
western Mediterranean Sea were considered. A simulated
observation spot was clear if the mixing ratio of the total
hydrometeors was less than 10−6 kg/kg over all the model
columns included in the spot. The operational cloud detec-
tion system (the “cloud detect” software by McNally and
Watts [2003]) could not be used here as no real observa-
tions were considered. Also, a simulated spot was defined as
over the sea if, according to the model land‐sea mask, the
whole spot was entirely over sea. The observation operators
were applied considering the maximum size of the obser-
vation spot (i.e., simulating swath edge measurements), in
order to evaluate the maximum differences between the
various observation operators.
[17] Mean biases and standard deviations for IASI and

AIRS brightness temperature differences between the cal-
culations with the various operators over the whole of
September 2007 were computed using COL4 as the reference.
The significance of the results was evaluated by comparison
with the instrument noise, estimated in terms of Noise
Equivalent Differential Temperature (NEDT). Blumstein
[2007] gives the NEDT values for each IASI channel at the
reference temperature of 280 K, and Pagano et al. [2002,
2003] give the values for AIRS at 250 K. With these refer-
ence values, NEDT was computed at the mean brightness
temperature over the month for each channel, following
Chalon et al. [2001]. It was verified that the variations of
NEDT over the month remained within ±10% of the value
computed with the monthly mean temperature (not shown).

3.2. Results Over the Month of September 2007

[18] For all the channels studied, Figure 2 shows the
standard deviation over the whole month of September 2007
of the brightness temperature differences between calcula-

tions using the three new observation operators (M12,
SPOT1 and SPOT2; see Table 2) and the current one
(COL4), together with the NEDT. Figure 3 zooms in the
WV channels.
[19] The standard deviations for SPOT1 and SPOT2 are

remarkably close: the corresponding curves are almost
superimposed. As expected, brightness temperature differ-
ences between SPOT1 or SPOT2 and COL4 are greater than
differences between M12 and COL4 for most channels.
[20] For the three new observation operators, the standard

deviation of the brightness temperature differences with
COL4 is lower than the instrument noise for all TLW and
TSW IASI and AIRS channels and also for the short‐wave
part of the IASI WV band (wave number between 1920 cm−1

and 2040 cm−1). Substantial differences between SPOT1 (or
SPOT2) and COL4 (i.e., larger than the NEDT) appear
mainly for IASI and AIRS WV channels for which the
weighting function peaks at pressures greater than 340 hPa
for IASI, and between 340 hPa and 800 hPa for AIRS (wave
number from 1210 to about 1455 cm−1 plus channel 3263,
1460.50 cm−1, for IASI and from about 1315 to 1600 cm−1,
except three channels around 1550 cm−1 and channel 1449,
1330.98 cm−1, for AIRS). These differences are smaller for
AIRS channels with broad weighting functions (e.g., channel
1471, 1342.24 cm−1). The differences between M12 and
COL4 calculations are smaller; they remain substantial only
for the low to middle troposphere (under 400 hPa) sound-
ing channels with low NEDT (e.g., IASI channel 2889,
1367.00 cm−1, and AIRS channel 1627, 1427.23 cm−1).
[21] The impact of the new observation operators is larger

on the simulation of WV channels because these channels
are much more sensitive to atmospheric temperature and
humidity than temperature channels. Figure 4 shows this
difference in sensitivity for a IASI TLW channel and a IASI
WV channel. It exhibits the Jacobians in temperature and
specific humidity of both channels.

Figure 1. The model grid points aggregated by the different
observation operators.

Table 2. Characteristics of the Different Observation Operators

Operator Method

COL4 four‐point interpolation
M12 mean over 12 points before radiative transfer
SPOT1 mean over the spot before radiative transfer
SPOT2 mean over the spot after radiative transfer
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[22] For the three new observation operators, the average
of the brightness temperature differences with COL4 is very
close to 0 K for each channel: no new biases have been
introduced.
[23] Figure 5 shows the standard deviation of the bright-

ness temperature differences between SPOT2 and SPOT1.
Its comparison with the instrument noise confirms that using
a spot‐averaging method closer to the measurement
(SPOT2) does not bring results substantially different from
averaging first the model information over the spot before
computing the brightness temperature (SPOT1). The stan-
dard deviation of their differences is indeed lower than the
NEDT for all the IASI and AIRS WV channels. Even

smaller differences between the two operators were found
for IASI and AIRS TLW and TSW channels and for IASI
channels of the short‐wave part of the WV band (not
shown).
[24] The histograms of the brightness temperature differ-

ences between SPOT1 or SPOT2 and COL4 for IASI WV
channel 2919 and AIRS WV channel 1627 are displayed in
Figure 6. Histograms for other WV channels (not shown)
have a similar shape. They all show that the largest differ-
ences with COL4 are slightly weaker using SPOT2 rather
than SPOT1. This is the main difference between calcula-
tions with SPOT1 and SPOT2 as both observation operators
were globally in good agreement with each other for situa-

Figure 2. Standard deviation (in K) of the brightness temperature (BT) differences between simulations
with a new observation operator (M12 in thin solid black line and SPOT2 in thin dashed violet line plotted
on top of SPOT1 in thick solid black line) and COL4 for all the IASI and AIRS channels studied, dis-
played according to increasing wave number along the abscissa. The instrument NEDT estimated for each
channel at the monthly mean brightness temperature is represented by the dashed black line, with the area
under this line colored in grey.
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tions where their simulations were closer to the COL4 cal-
culations. This is not important enough to justify the use of a
much more computing‐time‐consuming observation opera-
tor in an operational and real time context. In consequence,
SPOT1 will be preferred.
[25] Finally, to assess the temporal variability of the

brightness temperature differences between the various
observation operators, the standard deviations of these dif-
ferences were computed on each 3 h AROME analysis.
Time series are shown on Figure 7 for some of the WV
channels identified above as having substantial differences
between SPOT1 and COL4 simulations: four IASI WV
channels (2271 (1212.50 cm−1), 2889 (1367.00 cm−1), 2919

(1374.50 cm−1) and 3244 (1455.75 cm−1)) and three AIRS
WV channels (1455 (1334.60 cm−1), 1627 (1427.23 cm−1)
and 1794 (1563.71 cm−1)). The corresponding weighting
functions (Figures 7b and 7d) show that the part of the
atmosphere sounded is quite different among the selected
channels. The temporal variability of the brightness tem-
perature differences between SPOT1 and COL4 is much
greater than the instrument noise time variation. The
amplitude of the instrument noise time variations ranges
indeed from 0.015 K for the least variable channels, such as
IASI channel 2271 and AIRS channel 1455, to 0.14 K or
0.19 K for the most variable ones, such as AIRS channel
1794 or IASI channel 3244 (not shown), whereas the var-

Figure 4. Jacobians in (left) temperature and (right) specific humidity for IASI TLW channel 275
(713.50 cm−1) and IASI WV channel 2919 (1374.50 cm−1), calculated for the observation of 2100 UTC,
6 September 2007, considered in section 5 (see Figure 12a for its location).

Figure 3. Zoom in on the WV channels of Figure 2.
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iations of the brightness temperature differences between
SPOT1 and COL4 reach more than 0.4 K for the least
variable channels and 1 K for the most variable ones (see
Figure 7). The time variations are consistent among the
different channels. The channels exhibit the largest differ-
ences for the same days (for instance 6, 16 or 24 September:
the results for the 26 to 28 September period are not reliable
as very few points were clear over the Mediterranean).
Standard deviations as large as 0.5 to 1 K were obtained
between SPOT1 and COL4 for these days for upper‐level
sounding channels.

3.3. Case Study: 24 September 2007

[26] As stated above, using SPOT1 instead of the current
observation operator COL4 may substantially modify the
simulated brightness temperatures of IASI and AIRS WV
channels, especially for some specific days. Some particular
fine‐scale meteorological patterns present on these days can
explain why averaging the model information over the
whole spot leads to an estimation of the sounded atmosphere
substantially different from that obtained using only four‐
point interpolation. We focus here on one of these situations,

on 24 September 2007 at 2100 UTC, in order to determine
the reasons for such large differences in the simulation of
brightness temperatures.
[27] Figure 8 shows the simulation, at this date, of IASI

2919 water vapor channel brightness temperatures with
COL4, M12 and SPOT1 together with the model relative
humidity at 7000 m where the IASI channel 2919 peaks.
The largest differences between the observation operator
calculations are found in an area of fine‐scale elongated
filaments of moisture in the atmospheric layers observed.
The same fine‐scale filament pattern is evidenced in COL4
simulations, whereas it is partially smoothed with M12 by
the 12‐point average. With SPOT1, the spot‐average filters
out the fine‐scale gradients of a size smaller than the
observation resolution. So we can conclude that, in areas
where strong fine‐scale humidity gradients occur, COL4
and, to a lesser extent, M12 simulate brightness temperature
structures that cannot be measured by the satellite. This can
result in large differences between observed and first‐guess
equivalent radiances, which will lead to rejection of the
observations or to production of too large analysis incre-

Figure 6. Histograms of the brightness temperature differences between simulations with SPOT1 and
COL4 (black) and between simulations with SPOT2 and COL4 (grey) for IASI WV channel 2919
(1374.50 cm−1) and AIRS WV channel 1627 (1427.23 cm−1). The y axis is logarithmic.

Figure 5. Same as Figure 3 but for brightness temperature differences between simulations with SPOT2
and SPOT1.
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ments in the data assimilation process. Using SPOT1 might
thus avoid these drawbacks.
[28] It is worth mentioning that the main brightness tem-

perature differences between the three observation operators
occur when very dry air conditions prevail. The other
important differences encountered during September 2007
(situations identified on Figure 7) also arose in areas
exhibiting spatial humidity variations in a very dry atmo-

sphere. In such dry environment, moisture variations that are
not particularly large in absolute terms become important
relatively to the moisture content. Past studies such as those
by Berg et al. [1999] for the High‐resolution Infrared
Radiation Sounder (HIRS) channel 12 and Special Sensor
Microwave/Temperature 2 (SSM/T2) channel 2 or Soden
and Bretherton [1996] for Geostationary Operational Envi-
ronmental Satellites (GOES) channels also state that the

Figure 7. Time series over September 2007 of the standard deviation of the brightness temperature
differences between simulations with SPOT1 and COL4 of (a) four IASI WV channels, 2271
(1212.50 cm−1), 2889 (1367.00 cm−1), 2919 (1374.50 cm−1), and 3244 (1455.75 cm−1), and (c) three
AIRS WV channels, 1455 (1334.60 cm−1), 1627 (1427.23 cm−1), and 1794 (1563.71 cm−1), in clear sky
over western Mediterranean. The weighting functions of these channels (b) for IASI and (d) for AIRS
were estimated with the U.S. Standard Atmosphere.
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sensitivity of the brightness temperature to atmospheric
relative humidity increases with the dryness of the sounded
air mass.

4. Comparison to the Observed Radiances

[29] So far, the impact of a change in the observation
operator on the simulation of IASI and AIRS brightness
temperature has proved substantial in the special case of a
maximum scan angle and with specific meteorological
conditions. This impact will now be assessed more generally
for real observations in order to determine whether one
observation operator provides model equivalent observa-
tions that are globally closer to the observations than another
operator does.
[30] For this purpose, the screening stage of the 3 hAROME

data assimilation cycle was performed throughout the month
of September 2007. All clear IASI and AIRS observations
situated over the Mediterranean Sea were thus simulated with
COL4,M12 and SPOT1 from the 3 hAROME forecast which
served as the first guess in the data assimilation cycle. An
observation was considered to be over sea if, according to the

model land‐sea mask, all the model grid points covered by
the observation spot were over the sea. For each observation,
the “cloud detect” software of McNally and Watts [2003],
which is used for the operational data assimilation of satellite
observations, was applied here to distinguish between clear
and cloudy channels.
[31] The departures between the observations (without

bias correction) and their simulations with the three obser-
vation operators were calculated in order to see if they
decreased when the new observation operators were used.
As only one AIRS observation out of nine was provided,
there were too few clear AIRS observations over the Med-
iterranean Sea to compute significant statistics. The fol-
lowing therefore focuses only on IASI observations. The
number of clear IASI observations used is of about a hun-
dred for the near‐surface channels, and ranges from about
500 for the channels sounding around 950 hPa to more than
5000 for the highest peaking channels (near‐tropopause
channels).
[32] Figure 9 shows the histograms of the differences

between ∣obs − guess∣ obtained with SPOT1 or M12 and
∣obs − guess∣ obtained with COL4 for the IASI WV channel

Figure 8. Simulation of IASI WV channel 2919 brightness temperature (in K, scale at the top right) at
2100 UTC, 24 September 2007 using (a) COL4, (b) M12, and (c) SPOT1; (d) 7 km ASL wind vector and
relative humidity (in percent, scale at the bottom right). Observation operators are applied only over the
sea and for cloud free areas. Wind arrows are drawn every 20 grid points with a scale in m/s given by the
length of the arrow at the bottom right of Figure 8d.
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2919. There are more negative differences than positive
differences, which indicates that SPOT1 and, to a lesser
extent, M12 provide model equivalent brightness tempera-
tures more often closer to the observations. This is also true
for the other IASI WV channels while, in contrast, for TLW
channels, the simulations with the new observation operators
are more often slightly further from the observations and, for
TSW channels, no clear signal can be found (not shown).
Figure 9 also shows that the negative differences are stronger
than the positive differences. This is corroborated for all IASI
WV channels by Figure 10, which shows some statistics of
these differences. This means that the decreases in the
observation‐guess departures of WV channels with the new
observation operators are larger than the increases. The
greatest decreases are as large as 1 K to 2.5 Kwith SPOT1 and
0.5 K to 1.9 K with M12 according to the WV channel con-

sidered. Still, in most cases, these decreases do not reachmore
than 0.5 K with SPOT1 and 0.25 K with M12. It is interesting
to note that the size of the changes in the observation‐guess
departures does not depend on the magnitude of the initial
departure obtained using COL4 (not shown). The improve-
ments in the fit to WV channels are much larger than the
degradations of the fit to TLW channels: with both SPOT1
and M12, the increases in the observation‐guess departures
of TLW channels remain in most cases below 0.04 K and
do not reach more than 0.05 K to 0.15 K according to the
TLW channel considered. The overall observation‐guess
biases of TLW channels are consequently only very slightly
increased: only by 1% to 4% according to the channel
considered (increase of less than 0.005 K for all TLW
channels except the near‐surface ones for which the
increase can reach up to 0.016 K). This is consistent with

Figure 9. Histograms of the brightness temperature differences between ∣obs − guess∣ obtained with a
new observation operator, (a) M12 or (b) SPOT1, and ∣obs − guess∣ obtained with COL4 for all IASI WV
channel 2919 clear observations over the western Mediterranean in September 2007.

Figure 10. Minimum, maximum, first, and last percentiles of the brightness temperature differences
between ∣obs − guess∣ obtained with a new observation operator, (a) M12 or (b) SPOT1, and ∣obs −
guess∣ obtained with COL4 for clear IASI observations over western Mediterranean of September
2007 in all the WV channels studied displayed according to increasing wave number along the abscissa.
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the results of section 3.2 showing, for off‐nadir observation
simulation, that the impact of the new observation operators
in TLW channels is most of the time lower than the
instrument noise and does not introduce new bias.
[33] Whereas the bias of the observation minus guess

departures is almost unchanged in the WV channels (not
shown) and very slightly increased in the TLW channels
(as stated above), the standard deviation is slightly reduced
for both WV and TLW channels (Figure 11 for WV
channels) when the simulation is performed with SPOT1
and, to a lesser extent, M12. For TSW channels, these sta-
tistics remain mostly unchanged (not shown). All these
results show that using the new observation operators should

help to reduce the number of WV channel observations
rejected during the assimilation process.

5. Single Observation Assimilation Experiment

5.1. Experiment Setup

[34] The impact of a change in the observation operator
formulation is now examined in terms of analysis increment.
We determine what impact the differences in the simulation
of IASI or AIRS observations identified above may have on
the final analysis. To do this, we performed assimilation
experiments of a single IASI observation. In these experi-
ments, we assimilated one specific channel of an IASI
observation (see Figure 12 a for its location) at 2100 UTC,
6 September 2007. This observation was chosen because it
was clear for the cloud‐detect software, over the sea and in
a region with mesoscale humidity gradients in a relatively
dry environment (Figure 12). Quite large differences were
thus found between its simulations with the various obser-
vation operators. Either a WV or a TLW IASI channel of
this observation spot was assimilated. The WV and the
TLW channels chosen were the ones having the strongest
differences between the new observation operators and
COL4: WV channel 3244 or TLW channel 275.
[35] Twin single observation assimilation experiments

were performed using COL4 and M12. The differences
between these twin experiments are not only their direct
observation operator but also their jacobian and adjoint used
to compute the analysis increments (model corrections
applied to the first guess). With COL4, the elements of the
jacobian are the partial derivatives of the brightness tem-
perature with respect to the interpolated model variables
whereas with M12, they are the derivatives with respect to
the 12‐point mean model variables. To assimilate an
observation, the COL4 and M12 adjoints use the innovation
(observation minus model equivalent simulation) and these

Figure 11. Standard deviation of the brightness tempera-
ture differences between observation and guess obtained
with COL4, M12, and SPOT1 for clear IASI observations
over the western Mediterranean of September 2007 in all
the WV channels studied, displayed according to increasing
wave number along the abscissa.

Figure 12. Location of the assimilated IASI observation (a) in the working area with the background
relative humidity at 8700 m (grey scale on the right of Figure 12a and contours at 20% and 40%) and
(b) in the vertical cross section along the line drawn in Figure 12a of the background relative humidity
at 2100 UTC, 6 September 2007 (grey scale on the right of Figure 12b and contours at 2%, 20%,
40%, and 60%). The altitude is given in meters on the left of Figure 12b. The assimilated IASI observa-
tion is marked by the vertical line.
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single Jacobians to determine the model correction to be
applied. They distribute this correction over the four model
grid points with weights proportional to their distance to the
center of the observation spot or over the 12 model grid
points with the same weight. The experiments assimilate a
near‐nadir observation having an observation spot that
covers 18 grid points, so that SPOT1 and M12 are very
similar and no additional assimilation experiment was car-
ried out with SPOT1.

5.2. Results

[36] Table 3 gives the departures between the observation
and the first guess and between the observation and the
analysis for both twin assimilation experiments. As was to
be expected according to the results of section 4, it shows
that the first guess and the analyses are closer to the
observations when the observation operator M12 is used.
This is more obvious for channel 3244. According to the
statistics over the whole of September 2007 discussed in
section 4, using M12 improves the model equivalent esti-
mation in TLW channel 275 by more than 0.012 K and in
WV channel 3244 by more than 0.11 K for only about 10%
of the observations. The reductions of the observation minus
guess departure obtained here are therefore quite substantial
with 0.21 K for channel 3244 and 0.012 K for channel 275.

[37] The impact of the observation operator formulation
on the humidity and temperature analyses was evaluated.
The differences between the analyses using M12 or COL4
were negligible for temperature and for both channels as the
maximum difference was less than 0.006 K. Figure 13
displays the differences in terms of relative humidity
between the analyses obtained using COL4 and M12 for the
two channels. The results are perturbed in the area with less
than 2% relative humidity as the drying induced by the
assimilation of the observation was limited. Still, the dif-
ferences are clearly weak, less than 0.4%. These differences
result from slightly weaker increments due to smaller
observation minus first‐guess departures obtained using
M12 (see Table 3). Modifying the first‐guess error covari-
ance matrix or the observation errors did not modify the
conclusion of this study (not shown). All the single obser-
vation assimilation experiments performed here show that
even the largest differences in the model equivalent esti-
mation obtained using different observation operators have
almost no impact on the final analysis of temperature and
humidity.

6. Conclusions and Outlook

[38] This study has aimed to evaluate the impact of the
observation operator formulation on the model‐equivalent
simulation for the assimilation of satellite infrared radiances
in AROME. In particular, the question of the aggregation of
the model information when the model grid mesh is 1 order
smaller than the satellite spot has been addressed. Three new
observation operators, M12, SPOT1 and SPOT2, have been
defined in order to come closer to the way the satellite
measurement is achieved. To characterize the sounded
atmosphere, they aggregate part or all of the model infor-
mation contained within the satellite field of view with the
same weight instead of using only the single model column

Table 3. Departures Between Observation and First Guess or
Analysis Obtained With Both COL4 and M12 for the Two Single
Observation Assimilation Experiments of IASI Channel 3244 and
IASI Channel 275 Observations

Observation

Observation‐Guess Observation‐Analysis

COL4 M12 COL4 M12

Channel 3244 241.90 K 2.85 K 2.64 K 0.03 K 0.02 K
Channel 275 241.81 K 1.30 K 1.29 K 0.12 K 0.12 K

Figure 13. Vertical cross section along the axis drawn in Figure 12a of the differences in relative
humidity between the analyses formed by the assimilation with M12 and COL4 (a) of the IASI WV
channel 3244 observation and (b) of the IASI TLW channel 275 observation, at 2100 UTC, 6 September
2007. The grey scale in percent is to the right of each plot. Contours delimit the areas with less than 2%
relative humidity in the analysis.
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situated at the center of the observation spot as is done in the
current observation operator (COL4).
[39] A comparison among the four observation operators

was made over a 1 month period using the 3‐hourly
AROME analyses. Substantial differences were found
between the various operators for water vapor channels only
(peaking under 340 hPa and also above 800 hPa for AIRS)
and where fine‐scale horizontal humidity gradients occurred
in the sounded layer. With the new observation operators,
these fine‐scale model humidity variations that cannot be
measured by the satellite because they have a smaller size
than the observation resolution, are filtered out. The greatest
differences occur for very dry observed layers. Aggregating
model information contained within the satellite spot before
(SPOT1) or after (SPOT2) applying the radiative transfer led
to no significant differences in most cases. For an operational
use, the observation operator that consumes less computing
time, SPOT1, can be given preference without substantial
loss of accuracy. The M12 operator (aggregating model
information over 12 grid points) provided results that are
intermediate between SPOT1 and COL4.
[40] The model equivalent observations simulated by the

various operators have then been compared to real observa-
tions by performing the screening step of the AROME data
assimilation cycle. The observation operators were thus
applied to the 3 h forecast that served as first guess in the
AROME rapid update cycle. The comparison was carried out
over a full 1 month period to reduce the weight of the model
errors in this comparison. Using the new observation opera-
tors proved to reduce (up to 2 K) most of the time the
departures between observations and simulations of WV
channels while their impact was neutral for TSW and slightly
negative for TLW channels. The standard deviation of these
departures was slightly reduced for WV channels but also for
most TLW ones. These improvements in WV channels were
independent of the departure between observation and sim-
ulation with COL4. So, aggregating the model information
over the whole spot rather than taking only the model infor-
mation at the center of the satellite spot improves the esti-
mation of the model equivalent observation by filtering out
the model fine‐scale patterns that are not detected by the
satellite because of its lower spatial resolution. A better
estimation of the model equivalent observation should lead to
fewer observation rejections and reduce incorrect analysis
increments due to representativeness errors.
[41] To evaluate the impact of the observation operator

formulation in terms of analysis increment, single observa-
tion assimilation experiments were performed. Situations
and channels having shown the largest differences between
the observation operators were selected. They showed,
however, that even large differences in the simulation of
IASI observations have a negligible impact on the analysis
of temperature and relative humidity.
[42] Even though the impact on the analysis increment

of the differences between the model equivalent estima-
tions from the various observation operators seems neutral,
the modifications of the observation operator may have a
larger influence on the whole data assimilation suite
(bias correction, cloud detection, selection of assimilated
observations, …). Future work will evaluate the overall
impact of such modifications of the observation operator on
a complete data assimilation cycle. The impact may be

enhanced because of cycling and because the modifications
of the observation operator affect many elements of the
assimilation process, which in turn modify the analysis.

[43] Acknowledgments. The authors thank Lydie Lavanant for pro-
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